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All field emission experiments are noisy, ... are any meaningful ?
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Representing field emission data on a Fowler-Nordheim plot is both very common and

strongly not recommended. It leads to a spurious estimation of the emitter parameters

despite a very good data fit. There is a lack of a reliable method of analysis and a proper

estimation of the uncertainty in the extracted parameters. In this article, we show that the

uncertainty in the estimation of the field enhancement factor or the emission area can be

as high as ±50% even for a tungsten single emitter in good ultra-high vacuum conditions

analyzed by the Murphy-Good model. Moreover, the choice of the exact Murphy-Good

method can have a noticeable impact. We found that advanced analysis methods, based on

the measurement of the differential conductance of the emitter, are so demanding in terms

of emitter stability that up to now its requirements are probably out of reach in any field

emission laboratory.
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I. INTRODUCTION

Vacuum electron sources have been at the heart of important applications such as electron mi-

croscopy, radio communication and electronics during the 20th century. This led to extensive stud-

ies of the main electron emission mechanisms : thermionic emission,photo-emission, secondary

emission and field emission1. By its very nature, field emission is probably the most intriguing

process of the four. It is one of the first physical mechanisms involving the tunneling effect and is

described by the so-called Fowler-Nordheim (FN) theory2. This model has had a great influence

in the vacuum source community but also in fields as varied as molecular electronics3, chemistry4

or biology5. Despite its notoriety, the FN model is no longer recommended by the field emission

community6. Furthermore, this model and its more exact version based on the Murphy-Good7

theory (MG) has never been fully experimentally verified. We give in this article a brief overview

of the past and recent attempts to close the gap between field emission theories and experiments.

Then a set of experimental I-V curves from a tungsten emitter are extensively analyzed and the

uncertainty in the extraction of physical parameters is estimated. The origin of these uncertain-

ties is identified by determining the experimental noise, the current drift and comparison with

various analysis methods. Finally, numerical simulations are performed in order to highlight the

experimental difficulties and challenges to get more reliable field emission studies.

II. A BRIEF HISTORY OF EXPERIMENTAL VERIFICATION OF FIELD EMISSION

THEORY

The misuse of field emission theory is probably as old as the questioning about its validity.

There exists abundant literature on the subject and sometimes criticisms about the work of other

researchers coexist in the same article with misuse of the theory by the author itself. In order to

escape this pitfall, we will focus on what should not be done and cowardly avoid proposing a good

method to test field emission.

A. The nightmare of the three parameters for field emission

For many experimentalists, it is well known that field emission experiments can be interpreted

thanks to the FN theory2 which predicts that the current I is given by :

2



I = aS
(βV)2

φ
exp(−b

φ 3/2

βV
) (1)

where a and b are terms that depend only on universal physical constants, S is the emission

area, β is the field enhancement factor relating the applied voltage V to the electric field and φ is

the work function. Then plotting the current in Fowler-Nordheim coordinates, (i.e. representing

the logarithm of I/V 2 as a function of 1/V ) gives a straight line over several orders of magnitude.

The goal is then to hope that an extraordinary value will be extracted from the slope and intercept

of a linear fit, like a huge current density or β . Probably the most impressive attempt and the best

example of the lack of reliability of this method can be found in ref. 8 p.18. where a work function

as ridiculously low as 0.01 eV was obtained. This is a point that is still too much ignored: there

is no point in trying to publish about exceptionally low work function as this world record will be

too hard to beat. One of the problems comes from the fact that Eq. 1 needs three parameters but

only two (the slope and the intercept) can be extracted from the FN plot. It is then necessary to

guess one of the parameters and often this guess is incorrect. Another issue in Eq. 1 is that it was

obtained for a triangular tunneling barrier whereas the image charge has a huge effect on the barrier

transparency. Using Eq. 1 will lead to an overestimation of the area by several orders of magnitude.

It is then rather well known that MG theory7 is more appropriate. In this article, for simplicity,

other improvements of the model will be disregarded such as the replacement of the smooth flat

surface hypothesis by a proper atomistic structure, the field and temperature dependence of the

work function or the calculation of the electron density beyond the Sommerfeld free electron

model.

Even with a more appropriate theory, many problems remain. For instance, it is sometimes

considered that it is safer to take the work function as an input parameter and then to deduce S

and β . The main reason is that a reasonable range of work function is between 3.5 and 6 eV

whereas β and S are related to the radius of curvature of the emitter and this radius can commonly

vary between roughly one nanometer to several hundreds of nanometers. Nevertheless, some

uncertainty in the work function remains and this uncertainty can have an important impact on the

estimation of the other parameters. An interesting example was shown by Muller9 where even in

the apparently simple case of a 110 facet of an ultraclean field emitter the work function might

differ by 0.5 eV depending on the annealing conditions (i.e. 1200◦C versus 2200◦C). To make

this worse, it is highly unlikely that S, β and φ are constant over the entire voltage range (see for

instance ref.1 chap. 30).
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B. The longest IV curve

The most certain fact about field emission is that the current is dominated by an exponential

term and a convincing proof has been given by Dyke and Trolan10 over seven orders of magnitude

in current. However, It is more difficult to follow them when they claim that "The wave mechani-

cal, image force corrected theory quantitatively predicted the observed average current density up

to that density for which space charge dominated the emission." Although they provide numerical

values for the field enhancement factor or the current density, it is hard to estimate if these values

are quantitatively correct even when some margin of error of the order of 15 % is given. Their

linear curves are not plotted in FN coordinates, they take into account the change of emission area

with the voltage and despite their effort in terms of vacuum conditions (estimated below 10−12

Torr), it can be seen in log scale that their current data points are not perfectly reproducible, with

a difference in current sometimes higher than 10% and a deviation with the theoretical current

density higher than 25 %.

C. From qualitative to quantitative estimations

As it seems impossible to obtain reliable information from an I-V curve only, additional meth-

ods have been proposed. It was for instance proposed to perform a joint measurement of the

current and the electron energy distribution11,12. The width of the peak or the slope of the side

below the Fermi energy should theoretically give an independent estimate of a relationship be-

tween φ and β . Although there isn’t a clear study of the uncertainties in this method, the stability

of the emitter, peaks in the density of states not predicted by the free electron model and the res-

olution of the energy analyzer may limit its interest. It was also demonstrated that performing

some measurements at different temperatures11 might be useful but it requires that the tempera-

ture dependence of the physical parameters does not complicate the interpretation. In ref.13, the

different experimental and theoretical limits of field emission were rather well presented and sev-

eral methods were proposed, for example, to determine the emission area with an impressive 2%

uncertainty. Their conclusion was "that the Fowler-Nordheim model describes the experimental

results satisfactory". In the book by Modinos14, chapters 2.3 and 2.4 give a very good summary of

different experimental attempts where it appears that the best estimate of the electric field and thus

of β has been done with an uncertainty as low as 3%. All these works are a clear improvement
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compared to analysis based only on the I-V curve and Eq. 1 but it does not allow to conclude

on the closeness of these measurements with the real physical values, with maybe one exception

that went almost unnoticed. In ref. 15, an absolute current density measurement was performed

on a tungsten <110>. The current was measured through a probe hole and the emission area was

measured independently by field ion microscopy. The current density was then estimated with an

uncertainty of about 70 %. This current density was compared to the theoretical values with and

without image charge. The work function was considered to be between 4.5 and 6 eV and the value

of β was obtained from the slope of the FN plot. Despite these uncertainties, it was clearly shown

that the absolute measurement of the current density lied between the triangular barrier theory and

the image charge potential theoretical values. It was about 5 times lower than the image charge

prediction and about 30 times higher than the triangular barrier prediction. From a metrological

point of view, it can be said that there is room for improvement in field emission and that many

experimentalists were too optimistic about the accuracy of their method. It might even be more

correct to say that field emission experiments have a low accuracy but might show sometimes a

good precision for inaccurate results.

D. And then came micro and nanotechnology

With the advent of nanosciences and their numerous poorly characterized materials and geome-

tries, the risk was rather high that field emission experiments might lead to overwhelming spurious

results. A call for standardization of field emission with an extensive list of mistakes to avoid was

published16 rather early in the field but received less attention than several experimental works

about supposedly exceptional nanoemitters. Probably, this battle could not be won in the absence

of a good theory with a good method to analyze data. In the past years, new analytical formu-

lae have been proposed to better describe experimental data17–23 requiring to measure the field

emission current, the voltage derivative of the current, current fluctuations or the current noise. A

fully open source tool is even available24 that includes corrections for small radius of curvature

emitters. At even smaller scale, density functional theory calculations have been performed to

estimate field emission currents at the atomic level25,26. Some theoreticians tried to compare their

new calculations with experimental data but the lack of availability of good data make this task

complicated. Some experimentalists27–31 showed that it was possible to plot new types of almost

straight lines from their data. The term almost is chosen here to be vague enough to even include
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an FN plot appearing to be definitely not straight28 and this is rather problematic. What useful in-

formation can be extracted from those plots remains an open question29,32. Very recently, a rather

versatile webtool has been presented for data interpretation33, but a simple version of the MG the-

ory was used. In a preceding article32 we showed that even for a flat emitter, some discrepancies

between the different levels of approximations in standard field emission models might have an

important impact on data analysis. In the next sections, we will apply these models to the analysis

of field emission current and differential conductance of a simple tungsten emitter and compare

their different results.

III. MEASUREMENTS ON A BANAL TUNGSTEN EMITTER

Tungsten is the most and best-studied material in field emission and so it seems rather natural

to test any new theory with it. With this material, the cleaning procedure can be pushed to its limit

and at the same time, like most field emission emitters, it can get contaminated very quickly and

present pronounced current instabilities. Thus this makes tungsten emitter, the perfect candidate

to test the robustness of a theory towards noise in real conditions.

A. Experimental set up

A <111> tungsten tip, with an initial radius of about 15 nm, was fabricated by electrochemical

etching of a 125 µm diameter tungsten wire. Field emission experiments were performed in a

ultra-high vacuum chamber (see Fig.1) with a base pressure of 3×10−10 Torr. The tip was heated,

several times, for 30 seconds, with a resisting loop at a temperature of 1700 K. The tip radius is

expected to increase during the experiment due to these multiple heatings. An AC voltage of 1

VRMS at 33Hz and a variable DC voltage were applied on the tip with a bias tee. A quadrupole

at zero bias was in front of the tip. The current was collected with a coupled microchannel plate

(MCP)/phosphor screen system connected to a homemade current amplifier and a lock-in ampli-

fier.

The role of the quadrupole was to shield the AC signal to avoid a cross-talk between the phos-

phor screen and the tip by capacitive coupling. The typical cross-talk current between the tip and

the quadrupole in our system is 500 pA whereas the crosstalk between the tip and the phosphor

screen is below our noise floor. Applying the AC voltage on the quadrupole and recording the
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FIG. 1. Experimental set-up used to perform the field emission experiments.

alternative current on the tip would require a field emission current above 100 nA to make the

cross-talk negligible. We preferred to apply the AC signal on the tip and to work at a lower current

to reduce the changes over time in the morphology of the emitter. Such modifications occur due

to surface diffusion, ion bombardment or adsorption of residual gazes and are strongly enhanced

at a higher current. If the emitter changes are too important, it is not clear if the fitting of the data

could be reliably compared with any model. Another advantage of working at low DC current is

to reduce the 1/f noise (where f is the frequency of the noise). Indeed, surface diffusion on the

tip induces a noise current roughly proportional to the square of the DC current and with a 1/f

contribution to the current spectral density. As the measurement is very sensitive to any signal

offset, it is important to reduce this contribution in the current measured by the lock-in amplifier.

The MCP/Phosphore allows visualization of any change of the emitter surface by recording the

field emission pattern with a digital camera and at the same time to measure very low currents.

We performed the measurements with DC field emission current in the fA to pA range. For a

field emission current above 10 pA (corresponding to a current at the output of the MCP above

several hundred nA), the amplification gain is not linear anymore. Before each measurement, we

calibrated the offset for the DC and AC signal for zero applied DC voltage on the emitter. The DC

offset is usually lower than 10 fA and the AC offset is lower than 10 aA.
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FIG. 2. Typical Fowler-Nordheim plot of a <111> tungsten field emitter at a pressure of 3× 10−10 Torr.

The dots are the experimental data and the solid line is a linear fit. The coefficient of determination was

R2 = 0.999903 and the residual = 0.0108. The fitted slope is 41339 ± 73 V. The intercept is 4.57 ± 0.05

in natural logarithm. The standard deviation of the current compared to the fit is 1.82 % and the maximum

deviation is around 6 % (see Fig.3).

B. Current and noise measurements

1. DC measurements

Several voltage sweeps between 1300 V and 1630 V were performed. We have carried out data

analysis using NumPy and SciPy Python packages. The data and programs used in this article can

be found in the Zenodo data repository34. In each case, we fitted independently the up and down

sweeps of the standard Fowler-Nordheim plots of the data to a straight line (See figure 2) to extract

the slope AFN and intercept BFN such that :

log
I

V 2
=

AFN

V
+BFN (2)

where log is the natural logarithm. Very good coefficients of determination R2 between 0.9993

and 0.9999 were obtained. The deviation ∆I(V )/I of the experimental DC current I(V) to the fit
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FIG. 3. Relative deviation (Eq.3) of the experimental direct current I(V) from its fit shown in Fig 2.

I f it(V ) (figure 3) was calculated for each applied voltage where:

∆I(V )/I =
I(V )− I f it(V )

I(V )
(3)

Its maximum value is lower than 10 % and its standard deviation is between 1.8 and 4.4 %

depending on the voltage sweeps. In this article, we plot only the data from the voltage sweep

showing the lowest standard deviation and best R2 but the other data sets give somewhat similar

results. From Fig. 3, it might seem that for this run the emitter has a current Gaussian noise of a

few percent and a maximum deviation of 6 %. However, Fig. 3 hides the presence of a current

drift in the emitter. This can be observed for instance by comparing the current at the same voltage

for different voltage sweeps as shown in Fig. 4. This drift is in the order of 8 % per hour which

corresponds roughly to 1.5 % for the duration of a single voltage sweep. In standard experimental

field emission articles, both values of current noises (Gaussian noise and drift) are generally not

shown, whereas they are crucial to estimate the reliability of the fit of a Fowler-Nordheim plot.

Instead, the current stability versus time for several series of fixed voltages is sometimes presented.

This doesn’t guarantee that the current will be the same and so the emitter will be identical when

the initial voltage value is applied again. The sample might change quickly after applying a higher

voltage value and the data of this evolution are sometimes simply removed. The noise values, we

9



FIG. 4. Field emission current as a function of time measured at an applied voltage of 1470V for each

voltage sweep. The dots are the experimental data and the solid line is a linear fit.

have obtained are rather common in good vacuum conditions, but it is not clear if this is good

enough to perform a reliable estimate of the emitter parameters. In the next sections, we will try

to answer to this point after analyzing our data and performing some simulations.

2. Differential Current

The derivative of the current can be obtained by numerical differentiation but also with a lock-

in amplifier35. A first-order Taylor expansion of the expression of the current shows that as long

as the AC voltage is not too high, the current measured on a lock-in amplifier at the modulation

frequency is directly proportional to the derivative of the direct current. It is usually considered

that numerical differentiation methods are noisier than lock-in methods. We fitted the derivative of

the current obtained by both methods and calculated their respective deviations from the fitted data

in order to compare their noises. As the derivative of the current has a similar voltage dependence

as the current itself, we chose to make a linear fit of the logarithm of ∂ I/∂V ×1/V 2 as a function

of 1/V . The standard deviation of the lock-in signal compared to the fit is between 4 and 10 %
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FIG. 5. Lock-in current (solid line) for an applied AC voltage of 1V as a function of the applied DC voltage

and numerical derivative (dashed line) for the same voltage sweep as in Fig. 2.

depending on the different voltage sweeps, approximately twice as big as the DC noise. The noise

of the current derivative obtained by numerical differentiation is systematically bigger than the

lock-in measurement with an excess noise at best 15 % higher than the standard deviation of the

lock-in data. In the worst case, the noise from the numerical derivative was 4 times bigger than the

lock-in noise. The case with 15 % excess noise is presented in Fig. 5. Although a more systematic

study would be necessary, we do not consider that most of the noise in the current derivative is

coming from the 1/f noise as the coefficient of correlation between the current and its derivative do

not present a clear trend and varies between 0.18 and 0.68 from one voltage sweep to another. The

fact that the relative lock-in noise is higher than the relative DC noise is probably due to the low

amplitude of the lock-in current. For an AC voltage of the order of one volt, the lock-in current is

typically between one and two orders of magnitude lower than the DC. We will see that this level

of noise in the voltage derivative of the current is an important limitation to the use of advanced

field emission analysis combining the current and its derivative.
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IV. DATA ANALYSIS

In this section, several analysis methods will be tested on the data presented above. The differ-

ent predictions between different runs and different methods will be highlighted.

A. Traditional analysis methods

As explained above, once a convincing fit such as the one in Fig. 2 is obtained, an additional

hypothesis is necessary to draw some conclusions. As our emitter is a <111> tungsten, it is plausi-

ble that its work function is close to 4.5 eV but other work function values will be tested too. Our

goal here is first to estimate the uncertainty arising from the analysis of a single data set and then

to compare it with the experimental statistical uncertainty coming from the full data set.

1. Analysis with a fixed work function

If we assume that the work function φ = 4.5 eV, we can determine the value of β and S provided

we define the field emission model we want to use. In the following, we will estimate 1/β (which

gives more convenient numerical values than β ) and the area from the data presented in Fig. 2

with seven different methods based on several field emission models. The results are gathered in

Fig. 6.

The simplest model to use is the triangular barrier model with Eq. 1 where β is deduced from

the negative slope of the FN plot AFN:

β =−
bφ 3/2

AFN
(4)

We obtained 1/β = 634± 1 nm. Just to have a rough idea of the size of the tip, we can use the

Gomer formula36 β = 1/5r (see also ref. 37 for an excellent review on the subject) where r is the

radius of curvature of the emitter. This radius at the apex is then equal to 126.8 ±0.2nm. This

value is sufficiently high so that the correction factor for sharp tips as proposed in ref. 18 will not

be necessary. The area of emission can be easily obtained from the intercept BFN of the FN plot:

S =
φ

aβ 2
lim
1
V
→0

I

V 2
=

φ

aβ 2
exp(BFN) (5)

This area is equal to 114213 nm2 although it is known that this value is much too high as will be

confirmed below.
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The next six methods will include the image charge correction. The current in its simplest form

at 0 K is given by:

I = JS = aS
(βV )2

φ
exp(−bv(y)

φ 3/2

βV
) (6)

where a and b are the same terms as in Eq.1, J is the current density and v(y) is the barrier shape

correction factor that depends on the applied electric field through the variable y and can be ex-

pressed as a combination of elliptic integrals. v(y) can be simplified using this approximation38

v(y)≈ 1− y2 +
y2

3
log(y) (7)

So for our second method, we used Eqs. 6 and 7 and perform a least square fitting of the data

with these equations. We obtain 1/β = 650 nm and S = 573 nm2. It is also possible to have an

estimation of the emission half angle θ about 6◦ using the Gomer formula and Eq. 14 in ref. 39:

S = 2πr2(1− cosθ) (8)

For the third method, we performed the same analysis but without the approximation from Eq.

7 i.e. we use the exact expression from the MG model7. We obtained 1/β = 651 nm and S = 575

nm2 which are very close to the values obtained with the second model.

For the other methods, we will use the value of the slope of the FN plot instead of performing

a direct non-linear fitting of the data. It is known that image charge models will not give a straight

line in FN coordinates but it is anyway a common method as the deviation from a straight line

is hardly visible. However, this method requires some care as the relationship between the slope

of the fit and the term in the exponential in the expression of the current is not as obvious as it

first seems. The fitted slope in FN coordinates must be compared to the voltage derivative of the

current and not to the term in the exponential40. Thus the expression of β is now:

β =−
bφ 3/2

AFN
s(y) (9)

where s(y) = v(y)− y
2

∂v(y)
∂y

.

For the fourth method, the value of y and thus β will be deduced self-consistently. First, a value

of the voltage must be chosen to compare the slope of the FN plot to the derivative of the current

at this voltage point. It seems reasonable to choose a voltage at the center of the FN plot which

corresponds to the mean of the inverse of the applied voltages, but here, as it has little influence,

we will prefer a voltage value Vm in the center of the applied voltage range equals to 1470 V.
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We started the iterative process with the value of beta obtained from the preceding method. As y

depends on the electric field, this new β gives y and y will give a new value of β according to Eq.

9. After few iterations, we obtain 1/β = 653 nm. The value of ym is equal to 0.4 and s(ym) = 0.97.

It is interesting to notice that s(y) is close to 1 which explains why the values of β with or without

the image charge correction are very close although the value v(ym) = 0.79 has a huge influence in

the values of the current density and the emission area. After some calculations, it can be shown

that the emission area is given by:

S =
φ

aβ 2
exp(b

φ 3/2

βVm
(v(ym)− s(ym)))× lim

1
V
→0

I

V 2
(10)

and is equal to 615 nm2. It is also possible to obtain the area by dividing the measured current by

the current density J from Eq. 6. It can be calculated for each voltage point and averaged. It gives

an emission area of 616 nm2. So both variants to get the area are equivalent and only the first one

will be used in the rest of the article.

In the fifth method, instead of using an iterative method, the value of β that satisfies this equa-

tion is solved numerically:

|AFN |= |
∂ log(I/V 2)

∂1/V
|=Vm

[

Vm

J(β ,φ ,Vm)

∂J(β ,φ ,Vm)

∂V
−2

]

(11)

with J the current density in Eq. 6. In this case, Eq. 11 is strictly equivalent to Eq. 9 but Eq. 11 can

also be used for another expression of J. We obtained 1/β = 653 nm, an identical value compared

to the iterative method. The area is given by rewriting Eq. 2:

S =
V 2

m

J(β ,φ ,Vm)
exp(BFN +

AFN

Vm
) (12)

and gives also an identical value compared to the iterative method. For the last two methods, the

general MG equation will be used (Eq. 19 in ref. 7) as we showed32 that this equation predicts a

substantially different exponent in the pre-exponential term in the current compared to Eq. 6. So,

to determine β for the sixth method we will solve Eq. 11 and to determine the area Eq. 12 will

be used but with the full MG equation at T = 0 K integrated numerically. For the last method, the

same calculation is performed but at 300 K. We obtain 1/β = 654 nm and S = 726 nm2 for the

sixth method at 0 K and 1/β = 656 nm and S = 748 nm2 for the last method at 300 K.

As can be seen in Fig. 6, the different methods with the image charge potential, extract fairly

similar values of β differing by less than 1 % but are not very consistent regarding the emission

area as they differ by more than 20 %. We deduced these physical effective parameters by making
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FIG. 6. Inverse of the enhancement factor β as a function of the emission area S extracted from different

methods of analysis. The method based on the triangular barrier is not represented as it predicts an area

two orders of magnitude too high. The caption listed from top to bottom the different models by order of

appearance in IV A 1.

the hypothesis that the work function was known. As the <111> facet has a low density, it is very

reactive even in UHV and thus it can quickly adsorb residual atoms which might change its work

function. A possible value of φ can be 5.0 eV. So, the same analysis can be performed with this

new reasonable work function, to see how the new estimated β and S deviate from the preceding

values. This alternative analysis gives essentially the same results for the emission area: for the

third method, we obtained S = 583 nm2 instead of 575 nm2 for 4.5 eV and for the last method we

obtained S = 755 nm2 instead of 748 nm2 for 4.5 eV. Of course, the extracted values of β change

significantly as the work function changes by 10 %. It might be deduced from the dispersion of

the data in Fig. 6, that analysis with a more accurate model tends to predict bigger 1/β and S.

To the contrary, a more reliable optimization protocol that consists of using a direct least square

fitting of the data instead of relying on the slope and intercept of an FN plot tends to predict lower

1/β and S.
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2. Analysis with a fixed method

Although we consider that the choice among the different analysis methods is a matter of habit

and a compromise between the acceptable level of complexity versus the required accuracy, we

will decide somewhat arbitrarily to use the fifth method based on the simple MG equation (Eq. 6)

and the slope of the FN plot. It gives predictions in the middle range of the other methods and it

is close to what is probably the most used method among the experimentalists that accept to go

beyond the oversimplified triangular barrier model.

Before the experiment, the tip radius was estimated to be 15 nm from scanning electron micro-

scope (SEM) imaging, but the value we deduced from the preceding analysis was around 130 nm.

This difference can partly be explained by the heating protocol used to obtain a clean tip which

leads to tip blunting. However, if we had based our analysis on considering the SEM image radius

as correct and used the Gomer formula to consider β as an input parameter, a work function of

18.86 eV would have been obtained. This result is obviously completely wrong. Such a mistake is

usually done the other way around. Often the radius of curvature is overestimated (and beta is thus

underestimated) for large and dirty tips that tend to form protrusions having a much smaller radius

of curvature than the initial tip. This leads to an incorrect value of the work function particularly

low.

Although it is not possible to extract S, φ and β from an I-V characteristic only, it is sometimes

considered13,41,42 that it is possible to obtain a good estimate of the emission area by fitting the I-V

characteristic and varying the work function over a reasonable range of physically possible values.

In Fig.7, such an analysis was performed on our data for a work function range between 3.5 and 6.5

eV (i.e. 5eV ±30%). We didn’t find the same precision as in ref. 13, although the variations of the

estimation area are quite acceptable and lower than the dispersion we found between the different

methods of analysis in IV A 1. We obtained a value of the area of emission of 598 nm2±5.5%. The

uncertainty is slightly lower than the one mentioned in ref. 42 or ref. 41 who reported respectively

at best ±9% and ±7%. Interestingly, even with an estimation error of the area of emission as low

as ±5.5%, the uncertainty on the 2 other parameters is still important, in particular, the error on

1/β is still ±43%. In a way, the problem of having three physical parameters for two parameters

extracted from the fit is more of a question of having two physical parameters (β and φ ) for one

fit parameter.

Now that we have an idea of the uncertainty on a single measurement voltage sweep due to
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FIG. 7. Inverse of the enhancement factor β (solid line) and emission area S (dashed line) as a function of

the work function from the simple MG slope method of analysis.

the analysis, we can evaluate the uncertainty due to the evolution of the emitter. We performed

the extraction of S and β from the fifth method of analysis (MG simple slope) for two different

work functions values between which the emitter work function is very likely to be (i.e. 4.5 and 5

eV). The area between the dotted curve for φ = 4.5 eV and the diamond curve φ = 5 eV in Fig. 8

can be considered as the zone where the emitter parameters are likely to be found. We observed

a significant modification of the area of emission by a factor of 4 and the maximum change in the

estimated area between 2 successive voltage sweeps can be higher than 300 nm2. The experimental

drift in β is moderate and the uncertainty in the work function is the dominating issue.

It can be concluded from this section that the uncertainty in the estimation of the emission area

is firstly dominated by the temporal evolution of the emitter, then by the uncertainty in the analysis

method and is little influenced by the uncertainty on the work function. Regarding the uncertainty

in β , it doesn’t come from the uncertainty in the measurement of the current or the choice of the

analysis methods but it is related to the uncertainty in the value of the work function. There is a

need for a complementary measurement capable to give a reliable and independent value of β or

φ . All these aspects taken into account, the uncertainty in both S and β is of the order of ±50%.
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FIG. 8. Inverse of the enhancement fact β as a function of the emission area S extracted from the simple

MG slope method of analysis. The dots are for a work function φ = 4.5 eV and the diamond are for 5 eV.

3. Advanced data analysis

In the past few years, several new methods of data analysis have been proposed that could help

to extract additional information from experimental data. One of these new methods20 takes into

account the roughness of the vacuum interface and proposes that field emission is described by:

I =CV 2α exp(−B/V α) (13)

where C and B are constant and α is a fractional space dimensionality parameter with 0 < α ≤ 1

which can be reformulated into:
dI

dV

V

I
= 2α +

α

V α
B (14)

Thus, plotting dI
dV

V
I

as a function of 1/V α should give a straight line. Such a plot cannot be

obtained so easily as α is unknown. Surprisingly, the authors20 proposed a rather crude method,

to say the least, that consists of plotting the left hand-side of Eq. 14 as a function of 1/V . They

applied it even for a situation where they found an α of 0.4. Here, we will prefer to plot the left-

hand side of Eq. 14 as a function of 1/V α for different values of α and select the plot with the

lowest least square fitting. An appealing aspect of Eq. 14 is that for the best fit, the intercept should
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FIG. 9. Variation of the product of the differential conductance by the resistance as a function of the inverse

of the DC voltage at a power 6 corresponding to the best fit for Eq. 14 for the same voltage sweep as in Fig.

2.

also give 2α . So we have a nice way of checking the consistency of the theory. We have seen that

in our set-up the measurement of the derivative of the current is roughly twice noisier than for

the DC. Nevertheless, the product of this differential conductance by the resistance is relatively

well defined as shown in Fig. 9 with a roughly linear trend if the first low voltage noisy points

are excluded. The values of α are not reliable as it gives the best least square fitting for values

between -9 and 16.6. depending on the analyzed voltage sweep. The coefficient of determination

R2 is rather low, the best sweep gives R2 = 0.83 (in Fig. 9, R2 = 0.79) and its lowest value was 0.3.

Finally, the value of α obtained from the intercept shows no correlation with the α obtained from

the least square fitting and varies between 9.7 and 27.7. So the data are probably too noisy to give

a reliable value and the α we obtained is strongly out of the expected range between 0 and 1.

Another method is based on a new analytical formula for the field emission current proposed

by Forbes17. The formula was obtained for the case of a tunneling barrier with a classical image

charge correction and can be expressed as:

I = aκS
(βV )κ

φ
exp(−b

φ 3/2

βV
) (15)
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where κ and aκ are independent of V and β , but vary with the work function. Now, a plot of the

logarithm of I/V κ as a function of 1/V should give a straight line and a better fit of the experi-

mental data. Again, as κ is unknown, such an exact plot cannot be directly obtained. Moreover,

according to more exact models, κ is not that constant on a large voltage range30 or because of the

contribution of additional effects43. Despite, these significant drawbacks, the question of whether

κ might be a useful empirical parameter remains open. In order to estimate this κ , it was proposed

to plot the logarithm of I/V κ as a function of 1/V with different κ values to check which one gives

the best fit to the data. We performed linear fits of the logarithm of I/V κ as a function of 1/V

for different values of κ . The best least square fitting gave highly fluctuating values of κ ranging

from -4 to 13 depending on the voltage sweeps but very good coefficients of determination. For

the data presented in Fig. 2, the corresponding κ is 5 with a coefficient of determination 0.99989.

It means that although 99.989 % of the variance in the logarithm of I/V κ can be explained by the

changes in 1/V according to the model, the best-extracted value of κ is unreliable. A hint on the

lack of confidence, we can have in this fit is that the value of κ obtained from the least square

fitting doesn’t correspond to the maximum of the coefficient of determination, obtained here at κ

= 1.8.

κ can also be estimated by measuring the voltage derivative of the current because Eq. 15 leads

to the following expression:

V 2

I

dI

dV
= b

φ 3/2

β
+κV (16)

So a plot of this ratio as a function of V should be linear with a slope giving directly the value

of κ . We found a not very convincing agreement between this expected linear behavior and our

data (see Fig. 10). We have performed a linear fit for different voltage sweeps and extracted from

the slope a value of κ between -11 and +15. At first sight, it seems surprising that Fig. 9 shows

a visible trend with the voltage whereas in Fig. 10 the trend is drowned in the noise as they only

differ by a multiplicative V term. This apparent discrepancy comes from the fact that in equation

16, the constant term is at least an order of magnitude bigger than the variation of the voltage-

dependent term. So in Fig. 10, the data represents a signal with a big intercept and a small varying

term whereas in Fig. 9, the data represents a signal with a small intercept and a big varying term.

Using differential conductance to extract additional information imposes stringent conditions

on the acceptable level of noise. We estimated in the previous section that our uncertainty on the

value of β or S was about ±50% whereas in this section the fluctuations might be up to 10 times
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FIG. 10. Variation of the expression of the left-hand side of equation 16 as a function of the applied DC

voltage. A linear fit of the curve gives κ = -5.27

bigger than the expected value of κ . This raises the question of how much noise is acceptable

to make a reliable measurement. In the last section, some simulations will be performed with a

tunable level of noise to give some hints about the relation between the current noise amplitude

and the uncertainty in extracted physical parameters.

V. NUMERICAL SIMULATIONS IN THE PRESENCE OF NOISE

In III B, the current noise level was estimated with a Gaussian noise contribution and long-

term drift. In the following simulations, the current drift will not be taken into account. The

main reasons are i) the Gaussian noise contribution explains already the main uncertainty in the

estimation of the parameters; ii) properly reproducing the drift requires a random walk approach

with too many unknown parameters to model the current drift and its derivative for all voltage

points. To keep it simple, we started by calculating the emission current for φ = 4.5 eV, S = 659

nm2 and 1/β = 653 nm with the simple MG formula (Eq. 6) on the same voltage range as our

experiments. Then, each calculated current point is multiplied by a different randomly generated

number from a normal distribution. The standard deviation of the distribution was chosen equal
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FIG. 11. a) Distribution of 1/β for a noise level of 1.82 % (solid line) as in experiments and 5 times bigger

(dashed line). b) Distribution for the emission for the same conditions as in a).
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to 1.82 %, identical to the noise value for the data shown in Fig. 2. The noisy calculated current

is fitted in order to extract the slope and intercept of an FN plot. β and S are calculated by the

fifth method as in IV A 2. This procedure is reproduced 10 000 times and a histogram of the

extracted values is obtained (see Fig.11). For a noise value of 1.82 %, the standard deviation

of the distribution of 1/β is 0.17 % and 5.3 % for the emission area. Thus, for such a level

of Gaussian noise, the uncertainty induced on β and S is not the dominant contribution and its

impact is comparable to the uncertainty related to the choice of the analysis method as in Fig.6.

An increase of the noise by a factor of 5 increases the distribution width of 1/β and S by the

same amount. It can be noticed however that the distribution of emission area in Fig.11 b) is not

Gaussian anymore for such a high level of noise. The peak maximum is shifted toward a lower

value but the mean is up-shifted by 20 nm2. So beyond a certain noise level averaging over several

experiments might lead to an overestimation of the area.

Gaussian noise was also added to the voltage derivative of the current and the value of κ was

obtained by the same method as in Fig. 10. The simulations were performed 10 000 times for

three different noise levels: i) a current noise with a standard deviation of 1.82 % and noise of

the derivative of the current with a standard deviation of 8.347 % as in the experimental data

presented in the figures 2, 5 and 10; ii) a current noise and voltage derivative of the current noise

both equal to 1.82 %; iii) a current noise and voltage derivative of the current noise both equal to

0.1 %. In Fig. 12, it appears clearly why in our experimental conditions the value of κ had a huge

uncertainty as the simulated κ = 1.2 ±7 (≈±550%). As the averaged value is close to the expected

value, it can be argued, that performing several measurements might converge toward a reliable

measurement. However, with such a level of noise, it would require about 3000 measurements to

have an uncertainty below 10 %. Even if a single measurement was as short as one second, the

current drift and thus the changes in the emitter properties might be too important. In the case

where the noise in the differential conductance is reduced down to the same value as the current

noise (i.e. 1.82 %), κ = 1.2 ±2 which is still too high. It requires to have both noises as low as

0.1 % to be in acceptable conditions where κ = 1.18 ±0.12. However, such a low level of noise is

very hard to reach experimentally. The extraction of κ seems to require an ultra-stable emitter in

an ultra-clean UHV environment. For example, It might be better to perform such measurements

from a W crystal plane with lower Flicker noise like the <110> orientation44,45 and in extreme

UHV with a vacuum level in the 10−11 Torr range or below. After such improvements other

factors might become dominant such as shot noise, vibrations, sensitivity of the detection, heating
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FIG. 12. Distribution of κ for a noise level similar to the data in Fig. 2 (dotted line), a noise level of 1.82 %

(dashed line) and 0.1 % (solid line).

effects or temperature drifts. All these limiting factors would require to be precisely quantified,

but are beyond the scope of this article.

VI. CONCLUSION

Field emission data on tungsten single emitter were analyzed using the Fowler-Nordheim model

and different Murphy-Good approximation models. We showed that slight differences between

traditional analysis methods using Murphy-Good approximation can give significant differences,

in the order of 10%, in the estimation of the emission area S. The uncertainty on beta of the

order of 50 % remains dominated by the uncertainty in the value of the work function. Without

an independent measure of β or φ , there is little hope to reduce this uncertainty. This partial

conclusion is not especially new, but it was maybe useful to underline it with the example of

a simple emitter. In our experimental UHV conditions, the drift and fluctuations of the emitter

have small consequences on the value of β but lead to an important variation of the emission area

of the order of 50 %. Regarding more advanced and recent analysis methods, necessitating the

24



combination of current and differential conductance measurements, we have observed that our

results were unreliable whereas our noise level is reasonable. Numerical simulations showed that

the level of Gaussian noise acceptable to obtain reliable analysis is extremely low with a standard

deviation of the order of 0.1 %. Such an experiment might be feasible at low temperatures, with

better electronics and selecting particularly stable facets with a probe hole.

This quest for a better agreement between theory and experiment is probably the most important

intellectual challenge in field emission. At the same time, it may appear to be of little practical

interest because it could lead to overly complex analytical formulas or theoretical approaches.

However, it clearly deserves better attention from the whole field emission community because it

is also a quest toward more stable emitters; a problem of paramount importance for applications.

For example, the main reason why cold cathodes despite their higher brightness are not widely

used in electron microscopy is their lack of stability.
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